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What Is Machine Learning and AI?

I I asked characterAI1 (C1.2 version)...

1https://beta.character.ai/
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Old History and New Emergence of Machine Learning

I Modern machine learning goes back decades ago2

I Until 2006 when Geoffrey Hinton et al. proposed a learning algorithm for
neural networks–one type of machine learning techniques–machine learning
had few successes that captured the public3

2https://cloud.withgoogle.com/build/data-analytics/explore-history-machine-learning
3G. E. Hinton, S. Osindero, and Y. W. Teh. A fast learning algorithm for deep belief nets. Neural Computation, 18, 2006.
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What Is Neural Network?

I I asked characterAI, again...
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What Is Neural Network? (Cont.)

I An example

I Perceptron, Mark I, 1958

5

I Where “machine learning” took place?

4Fei-Fei Li. Stanford CS231n. URL: https://cs231n.github.io/neural-networks-1/
5Photo from the Smithsonian National Museum of American History, Washington, D.C.
6https://www.nytimes.com/1958/07/08/archives/new-navy-device-learns-by-doing-psychologist-shows-embryo-of.html
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Deep Neural Networks (Deep Learning)

I A definition and two examples

7https://www.researchgate.net/figure/Comparison-among-different-CNN-architectures-regarding-layer-number-and-parameter-
size tbl1 352264830
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Numerous Applications and Recognition of Deep Neural Networks

Zhongju Wang, EWB Night, May 22, 2023 Machine Learning, AI & Large Language Models 9 / 23



Numerous Applications and Recognition of Deep Neural Networks

(Cont.)

I Midjourney8 by Midjourney, Inc

I DALL·E9 by OpenAI

8https://www.midjourney.com/
9https://openai.com/research/dall-e
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Large Language Models (LLM)

I They are deep neural networks with billions of parameters and trained on
large sets of textual data, e.g., Wikipedia

I To train the models, texts are first converted to a set of numbers as input
to the neural network10

11

10https://www.economist.com/interactive/science-and-technology/2023/04/22/large-creative-ai-models-will-transform-how-we-live-
and-work

11https://thelowdown.momentum.asia/the-emergence-of-large-language-models-llms/
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ChatGPT

I ChatGPT was first launched in November 30, 2022 and powered by GPT-
3.5. (GPT-1 was launched in June 2018)12

I Its success shouldn’t be a surprise:
– GPT-3 has 175 billion parameters13

– Training data for GPT-3 is of 570 gigabytes from the Internet (the raw data
is of 45 terabytes)

– The model performance scales as a power-law of model size, dataset size,
and the amount of computation14, which drives the emergent behaviors of
large language models in general15

12https://openai.com/blog/chatgpt
13T.B. Brown et al. Language models are few-shot learners. Advances in neural information processing systems 33 (2020): 1877-1901.
14Chuan Li. OpenAI’s GPT-3 language model: A technical overview. URL: https://lambdalabs.com/blog/demystifying-gpt-3
15J. Wei, et al. Emergent abilities of large language models. arXiv preprint arXiv:2206.07682 (2022).
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Some Successful Stories of ChatGPT

16

16https://openai.com/research/gpt-4
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Testing characterAI
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Some Not-So-Successful Stories of ChatGPT-Like ChatBots

I 中國北京高考(李永樂簡化測試, February 27, 2023): just nearly passed 211
university admission scores17

I Google Bard and CharacterAI write Chinese poems

17https://youtu.be/GEXa2yrAucM
18https://bard.google.com/
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Some Not-So-Successful Stories of ChatGPT-Like ChatBots

(Cont.)

I 117th Japanese National Medical Licensing Examination in February 2023
(第117回日本医師国家試験): 55% correct rate and failed19

I Japanese Bar Exam Civil Law in 2023 (令和4年司法試験民法択一試験):
30% correct rate. Minimum passing rate 55%20

19https://www.preprints.org/manuscript/202303.0191/v1
20https://www.bengo4.com/c 18/n 15648/
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Some Troubling Stories of ChatGPT-Like ChatBots

I Disinformation21,22,23

21https://www.washingtonpost.com/technology/2023/04/05/chatgpt-lies/
22https://www.economist.com/essay/2023/04/20/how-ai-could-change-computing-culture-and-the-course-of-history
23https://futureoflife.org/open-letter/pause-giant-ai-experiments/
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Some Troubling Stories of ChatGPT-Like ChatBots (Cont.)

I Confusion/confabulation/hallucination/bullsh*tting24

24https://news.ycombinator.com/item?id=33841672
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Do You Think We Can Eventually Achieve AI?
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A Few Thoughts

I “Any sufficiently advanced technology is indistinguishable from magic.” –
Arthur C. Clarke

I Human brains have 100 billion neurons and 100 trillion connections25

I Perspectives for the success of ChatGPT: investors, writers, journalists, re-
searchers, entrepreneurs, governments, etc.

– 80% of the U.S. workforce with 10% of their work tasks affected, and 19%
of workers with 50% of their tasks impacted26

I Success of ChatGPT has some implications for AI: Humans use language not
only as a medium of communication but also as as a medium of reasoning27

I Can machines think like human being? No. Can machines be more intelli-
gent than human beings? Depend on how you define intelligence. –
Richard Feynman, 198528

25https://www.mpg.de/brain
26T. Eloundou, et al. “Gpts are gpts: An early look at the labor market impact potential of large language models.” arXiv preprint

arXiv:2303.10130 (2023).
27https://www.economist.com/science-and-technology/2023/04/19/large-language-models-ability-to-generate-text-also-lets-them-plan-

and-reason
28https://youtu.be/ipRvjS7q1DI
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Shadows on the Way

The sun was all we had. Now, in the shade
All is changed. The mind must dwell on those
White fields, that to its eyes were always old;
Those ancient gleams, convoluting
The way they lay among the huge roots,
The great dark tomes of reverie,
The plumed labyrinth of the sea.

When our own breath gonne faint and fade
Up the long stairway of the dead
We shall remember well
The blindness of the light, the whiteness
Of that white land. The footsteps, and
The grasses in that light, and in the shade
The menacing life.
(ChatGPT (GPT-3), 2020)29

29A poem, in the style of Wallace Stevens, written by ChatGPT with the given title. T.B. Brown et al. Language models are few-shot
learners. Advances in neural information processing systems 33 (2020): 1877-1901.
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